This contribution attempts to import the study of autism into the biolinguistics program by reviewing the current state of knowledge on its neurobiology, physiology, and verbal phenotypes from a comparative vantage point. A closer look at alternative approaches to the primacy of social cognition impairments in autism spectrum disorders suggests fundamental differences in every aspect of language comprehension and production, suggesting productive directions of research in auditory and visual speech processing as well as executive control. Strong emphasis is put on the great heterogeneity of autism phenotypes, raising important caveats towards an all-or-nothing classification of autism. The study of autism brings interesting clues about the nature and evolution of language, in particular its ontological connections with musical and visual perception as well as executive functions and generativity. Success in this endeavor hinges upon expanding beyond the received wisdom of autism as a purely social disorder and favoring a ‘cognitive style’-approach increasingly called for both inside and outside the autistic community.
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Saying “person with autism” suggests that the autism can be separated from the person. But this is not the case. I can be separated from things that are not part of me, and I am still the same person. I am usually a “person with a blue shirt” one day, and a “person with a yellow shirt” the next day and I would still be the same person, because my clothing is not part of me. But autism is part of me. Autism is hard-wired into the ways my brain works. I am autistic because I cannot be separated from how my brain works.

(from J. Sinclair, 1999, "Why I dislike person first language")

---

1 We are grateful to Kleanthes Grohmann, Cedric Boeckx, Antonio Benítez-Burraco, and another anonymous reviewer for very fruitful exchanges in preparing this manuscript. The full version of this text is available under [http://autismmythbusters.com/general-public/autistic-vs-people-with-autism/jim-sinclair-why-i-dislike-person-first-language](http://autismmythbusters.com/general-public/autistic-vs-people-with-autism/jim-sinclair-why-i-dislike-person-first-language). Mention of this reference to justify the use of the word ‘autistic’ rather than ‘person with autism’ was first made in Dawson *et al.* (2007). The term *autistic* will be used accordingly throughout the present article.
1. Introduction

The present article aims to make the study of Autism Spectrum Disorders (ASD) a chapter of the biolinguistic program, i.e. the study of language as an internal system of human biology (Jenkins 2000). It is argued that a cognitive neuroscience of ASD, in light of recent advances in neurolinguistics and cognitive psychology, can deepen our knowledge of the constitutive features of language and its evolution.

This paper has two explicit motivations. The first is to raise awareness of a view of ASD within the framework of ‘cognitive styles’ (Happé 1999; see also Mottron 2003) defined by strengths and weaknesses equally worthy of investigation. The specific strength–weakness fraction to be dwelled upon in this discussion is that of enhanced auditory and visual perception contrasted with decreased integration of perception into higher-order representations. The existence of different cognitive styles within the human species, notably as a result of variations in genetic and neurobiological underpinnings, holds promise for refining the comparative work integral to biolinguistics and cognitive science (Hauser et al. 2002, de Waal & Ferrari 2010). Accordingly, the second motivation is to provide an alternative to the common view of ASD as deficits mainly affecting the socio-cognitive aspects of language, specifically ‘theory of mind’, or the ability to infer from a person’s behavior their mental states, including beliefs, desires and emotions (Baron-Cohen 1995). Theory of mind and its precursor skills are taken to be important prerequisites for the acquisition and proper use of language in context (e.g., Bloom 2002). As a result, most early research on language in autistics focused on their striking pragmatic impairments, sometimes driven by the theory of mind model (Baltaxe 1977, Tager-Flusberg 1992, Surian et al. 1996), without undertaking — or paying full attention to — investigations of every aspect of language structure. Yet, despite its widespread success in the cognitive science culture and its recognized importance for early stages of language acquisition, theory of mind falls short as an explanatory account of ASD phenotypes (Frith & Happé 1994). ASD also involve symptoms and characteristics outside the realm of social cognition, which are addressed by alternative, domain-general and bottom-up approaches to ASD such as enhanced perceptual functioning (Mottron et al. 2006), weak central coherence (Happé & Frith 2006) and disruptions of executive functions (Ozonoff et al. 1991, Russo et al. 2007).

We argue that these theories reveal novel and important facts about language in ASD, in particular a generally different mode of language development possibly encompassing all levels of linguistic representation (e.g., phonology, semantics, syntax, in addition to pragmatics), rooted in important differences in neurobiological architecture. We present a synthesis of findings evaluating these alternative models, with a focus on the various neural discrepancies affecting perceptual functioning, central coherence, and executive function in ASD. We provide a discussion of their implications for the study of language structure and development in autism and hope to demonstrate how the rich, neurophysiologically grounded science of ASD can contribute to intrinsic developmental–evolutionary questions of biolinguistics.
2. Autism and Biolinguistics: Advantages and Challenges

Importing the study of ASD into the province of biolinguistics may further the advancement of comparative models of language development and evolution, principally their genetic and neurophysiological aspects. The main challenge to be faced in this enterprise, however, resides in the large genetic and neurophysiological heterogeneity of the autistic spectrum itself.

2.1. Advantages: Intra-Species Variability

From a genetic and neurobiological vantage point, the study of ASD has allowed for significant forays into the ‘emergence hypothesis’ (Casanova & Tillquist 2008), whereby the advent of language is thought to have endowed human populations with the cognitive armamentarium to ignite their dramatic social and cultural development (Tattersall 2004, Chomsky 2006, 2007). In the wake of seminal approaches put forth to study language evolution despite the paucity of reliable biological artifacts, cognitive biologists ventured to compare human and animal cognition as a means of inferring which of the building blocks of language may be shared between humans and animals on the one hand (Hauser et al. 2002, deWaal & Ferrari 2010) and between language and social cognition on the other (Fitch et al. 2010). Nevertheless, while cross-species comparisons and animal models certainly are useful in tracing back the “foundational abstractions” of human language and intelligence (Gallistel 2009), comparative work would be incomplete without consideration of the differences emerging from within the human species. As the Human Genome Project reached its first significant milestones, it has become incontrovertible that genetic variations, and the interaction thereof with the organism’s environment, lie at the source of many psychiatric conditions, including autism (Cowan et al. 2002). It follows that genetically-based conditions affecting the neural building blocks of language constitute a promising means to explore its nature and origins, along with the ontological connections between language and other constituents of the human mind (Fisher & Marcus 2006, Marcus & Rabagliati 2006). Given the co-occurrence of the linguistic and social atypicalities that characterize autistic phenotypes, the study of ASD has long been considered a candidate of choice. Although the question of autism as a proxy to investigate the relationship between language and social cognition is not excluded, a central goal of the present article is to show that social cognition is not the only aspect of language in autism that deserves consideration.

2.2. Challenges: Different Routes to the Same Outcome

Despite the aforementioned merits of studying autism as part of biolinguistics, the most likely challenge to be faced in that enterprise is the large genotypic and phenotypic heterogeneity observed in the autistic spectrum, which leads one to expect great variability at the neurophysiological level as well. Textbook descriptions of
autism (DSM-IV; APA 1997) as a triad of reduced social interactions, delayed or atypical language, and repetitive and restricted interests and behavior portray only in broad strokes a highly heterogeneous set of symptoms and degrees of severity that often goes beyond the large unevenness in verbal and nonverbal performance across autistic individuals, how it comes to reorganize itself differently from individual to individual in the course of development, and how this reorganization should be explained at the neurobiological level (Joseph et al. 2002). A description of the functioning and abilities of autistics needs to incorporate many dimensions such as age, verbal and nonverbal intelligence, and the settings in which behavior takes place (e.g., experimental vs. natural settings; Klin et al. 2003).

This patchwork-like picture of autism brings about several caveats and empirical hurdles: First, any investigation of cognitive abilities in ASD must ideally discriminate the broad categories of high-functioning autism (which characterizes a substantial 45–60% of individuals with ASD in recent reports (Newschaffer et al. 2007; see also Steiman et al. 2011), or individuals without intellectual delay, as measured by standardized intelligence tests, and with functional or fluent language abilities, from autism accompanied by mild or severe intellectual delay and minimal or generally non-functional language. Yet, surveying current evidence in both high- and low-functioning autism may provide important information about the potential endophenotypes of ASD as a whole.

Second, many of the neurophysiological studies to date test individuals with a very broad age range and there is little comparability across tasks employed. Focusing on tighter age spans but testing hypotheses over the course of development, and selecting tasks and methods that complement prior findings would provide a clearer picture of how and why language may or may not develop in subpopulations of the autism spectrum.

Third, a careful understanding of language design in autism requires that one consider the distinction between autistics with and those without formal language impairment. To that effect, while the former may have genetic overlap with specific language impairment (Kjelgaard & Tager-Flusberg 2001; but see Whitehouse et al. 2007 for a counterargument2), the forthcoming review of neurophysiological data suggests that autistics without behaviorally-defined language impairment may also display patterns of language acquisition and processing that depart from that of typical populations.

This third point highlights that a complete understanding of individual differences in language acquisition and processing demands comparisons across language

---

2 With regard to the debate on the genetic relationship between autism and SLI, a series of genetic analyses have broadened the focus of attention from the well-known FOXP2 gene to the neurexin-encoding gene CNTNAP2 by suggesting that mutations affecting the former, while not being a major susceptibility gene for autism or language impairment (Newbury et al. 2002), may nevertheless have upstream consequences on the latter’s regulation (Vernes et al. 2008). By bringing in autism together with other common types of language disorders, this type of evidence suggests that language development (and evolution) might result from a cascade-like interaction of different genetic factors. See also Benítez-Burraco (in press) for discussion.
disorders to determine which aspects (beyond decreased pre-verbal social communication in early development, Tager-Flusberg et al. 2005) are ASD-specific, rather than common to individuals with language impairment more generally.

In fact, the heterogeneity of ASD phenotypes yields a vexing tension for scientists keen on developing a generalized model of autism. After intensive efforts to formulate a unitary explanation of these complex phenotypic characteristics, the current state of knowledge has converged on a more fragmented etiology of autism (Happé et al. 2006), notably for reasons including its very intricate and still incompletely understood genetic and neural underpinnings. Indeed, existing evidence points to several dozen different genetic mutations associated with autistic behavior (Geshwind 2008, Walsh et al. 2008). This, along with the behavioral diversity of ASD (Volkmar & Klin 2005), calls for an approach to autism as a collection of multiple genotypic and phenotypic traits and subgroups rather than a unitary cognitive disorder or condition. Yet, we must still account for the aforementioned triad of features that define ASD. Neuroanatomically, a possible explanation for this is that initially distinct genetic mutations hold analogous consequences for general cortical design or the development of neural networks (Geshwind & Levitt 2007, Walsh et al. 2008). In the next section we review findings on brain structure in ASD populations at the levels of minicolumns, hemispheric lateralization and functional connectivity. This overview will serve as a basis upon which the various linguistic discrepancies of ASD can be introduced in light of nonsocial approaches to autism.

3. Brain Architecture in ASD

Discrepancies have been observed at various levels of neurobiological architecture in autistic populations, in particular minicolumnar organization, hemispheric lateralization and connectivity. Although these levels have been studied independently, unified models of autistic neurobiology are beginning to emerge.

3.1. Minicolumns

Casanova et al.’s (2002) postmortem morphometric studies on the columnar architecture of the superior and middle temporal gyri in nine autistic patients revealed that their minicolumns were more numerous, smaller and less compact (i.e. more dispersed) than in non autistic individuals. The dorsal and middle portions of these areas typically support the spectro-temporal analyses of speech sounds, while more posterior and ventral parts are involved in accessing lexical representations (Hickok & Poeppel 2007). Minicolumns are vertical bundles of approximately 100 neurons that constitute the basic units of information processing in the brain (Mountcastle 1997). Among other mechanisms\(^3\), these assemblies bind their temporal activity via

---

\(^3\) For reasons of space, we do not address the issue of columnar functioning at a molecular level, although evidence points to the impact of columnar disorganization on several neurotrans-
different levels of oscillatory coherence, allowing for top-down sensory integration across distant cortical areas (cf. Senkowski et al. 2008, Gray et al. 1989).

Studies on cortical oscillatory rhythms during sound and speech processing report an asymmetric and hierarchical temporal sensitivity of auditory cortices, with increased left temporal and premotor sensitivity to segmental (i.e. phonemic) information (~40 ms, the duration of the gamma-band), but greater tuning to suprasegmental (i.e. syllabic) information in the right temporal auditory and premotor cortices, correlated with the duration of the theta-band (~200 ms; Luo & Poeppel 2007, Giraud et al. 2007). Other studies show that neurons in the right hemisphere are preferentially sensitive to more basic features of auditory processing such as pitch (Belin et al. 1998) and slower modulations of sounds typical of musical and prosodic phrases (Belin et al. 2002). This hemispheric asymmetry is presumably attributable to differences in the structure and physiology of neuronal assemblies in the left and right hemispheres (Giraud et al. 2007).

Under normal circumstances, minicolumns in the left hemisphere contain a greater number of large pyramidal neurons than those in the right (Hutsler 2003). These large neurons typically fire at higher temporal frequencies than the smaller neurons on the right. However, in line with Casanova et al.’s findings, several studies report significantly reduced cell size in autistic adults’ brains (Kemper & Bauman 1998), including in the hippocampus (Raymond et al. 1996), the main source of theta oscillations (Vertes 2005, in Giraud et al. 2007). These data suggest that decreased cell size might mostly be detrimental to the phonemic perceptual functions of the left hemisphere, while preserving the right hemisphere’s tuning to the syllabic and prosodic characteristics of speech. The ‘left-ear’ dominance hypothesis of auditory perception in autism (formulated as early as Blackstock 1978) is explored in section 5.

3.2. **Hemispheric Lateralization**

Given the close links existing between columnar development and brain lateralization (Stephan et al. 2007), the features of columnar organization in autism outlined above are likely to impact hemispheric lateralization generally, affecting particularly the large cortical network of language processing (Chugani 2008). Using an MRI regional cortical volume analysis in 16 autistic boys, Herbert et al. (2002) reported reversed brain asymmetry in anterior cortical areas traditionally linked to language processing. A region included in Broca’s area (pars opercularis), active during syntactic processing (Embick et al. 2000) and verbal working memory (Smith & Jonides 1999), appeared 27% larger in the right hemisphere in the ASD group relative to 17% larger in the left hemisphere in controls.

Another study by De Fossé et al. (2004) comparing ASD children with or with-
out language impairments, children with specific language impairments (SLI), and typically developing children, suggests that reversed lateralization of frontal language areas is related to language impairments rather than autistic disorders per se. Herbert et al.’s (2004) comparison between ASD, language impaired children and typical controls reports that language impaired and autistic children had proportionally greater right hemisphere volume relative to typically developing and language-impaired participants, but that this right hemisphere bias was more pronounced in the autistic than the language impaired group. Detailed investigation of a shared rightward lateralization between ASD and SLI individuals is beyond the scope of this paper; based on neuroimaging and phenotypic data, Whitehouse and colleagues proposed that the brain asymmetry in SLI and ASD constitutes the same expression of different neurobiological etiologies (Whitehouse et al. 2007, 2008).

The lateralization of temporal regions implicated in the auditory and lexical processing of speech is less clear and probably depends in great part on variabilities in the exact anatomy and function of these areas as well as on methodological considerations. In Herbert et al.’s (2002) a priori analysis, a region corresponding to the Planum Temporale appeared 25% larger on the left in the autistic group relative to 5% larger on the left in the control group, but this difference was much less extreme than that observed in Broca’s area. Post-hoc analyses revealed that the leftward lateralization in the autistic group was actually strongest and reached statistical significance in the posterior temporal fusiform gyrus, a region implicated in picture naming and lexical processing (cf. Indefrey & Levelt 2004 for review), which was 20% larger in the left in autistic subjects relative to 6% larger in the right in controls. Adjacent regions, however, showed a trend towards rightward lateralization in the ASD group, including the inferior fusiform gyrus implicated in face processing (Kanwisher et al. 1997). However, Jou et al. (2010) report significantly enhanced rightward cortical volume in the posterior superior temporal gyrus of ASD adolescents, and normal cortical volumes have been observed in the right Planum Temporale in ASD adults (Rojas et al. 2002) and children and adolescents (Rojas et al. 2005). Contrary to Herbert et al. (2002), Rojas et al.’s studies revealed decreased cortical volumes in the left Planum Temporale. Further research is needed to better establish the degrees of lateralization in Wernicke’s area and the Planum Temporale in ASD, but existing evidence points to aberrant patterns of hemispheric lateralization in the cortical network of language in ASD populations.

### 3.3. Functional Connectivity

Besides its impact on hemispheric lateralization, atypical columnar development also has significant consequences on cortical connectivity (Casanova & Trippe 2009), in particular those that characterize large associative areas engaged in complex cognitive and linguistic functions. The large pyramidal cells of the left hemisphere mentioned earlier are thought to form the long-range connections between anterior and posterior language areas (Hutsler 2003). Accordingly, decreased amounts of magno-
pyramidal cells and correspondingly smaller minicolumns are likely to disrupt long-range connectivity. This was observed in fronto-parietal and parieto-temporal networks using structural and functional MRI (McAlonan et al. 2005, Just et al. 2007), as well as in central subcortical fiber structures such as the arcuate fasciculus using diffusion tensor imaging (Fletcher et al. 2010). By contrast, locally normal or enhanced short-range connectivity has been reported in posterior primary sensory cortices (occipital visual areas, cf. Belmonte & Yurgelun-Todd 2003; see also Buxhoeveden et al. 2004) and regions contained in Wernicke’s area (Just et al. 2004).

Thus, studies on connectivity in autism distinguish between underconnectivity over large association areas and normal or enhanced connectivity of primary visual and posterior temporal areas. This distinction led several researchers to suggest that local overconnectivity might compensate for large-scale underconnectivity in the successful completion of specific cognitive tasks (Mottron et al. 2006, Just et al. 2004, Bertone et al. 2005, Williams & Casanova 2010). Interestingly, microstructural studies in typical brains indicate that the amount of large pyramidal cells in temporal language areas decreases as one moves posteriorly (Hutsler 2003), possibly making posterior areas less vulnerable to dysconnectivity and impaired developmental trajectories compared to more anterior brain regions (Carper et al. 2002). Also, the spacing of columnar assemblies in posterior language areas is greater in the left hemisphere than in the right in normal brains — an anatomical pattern similar to that observed in the visual cortex and suggesting stronger modular organization in the posterior parts of the left hemisphere (Galluske et al. 2000). Given the increased number and greater-than-normal dispersion of minicolumns observed in autistic brains by Casanova et al. (op. cit.), the hypothesis has emerged that autistic brains might be characterized by more numerous and hyperactive cortical modules, which may account for specific features of autistic behavior (Williams & Casanova 2010).

3.4. Hopes and Hurdles for Unification

Although the various discrepancies documented in the investigation of brain anatomy in autism have to a large extent been studied separately, one cannot afford to ignore the strong interdependencies between them. Attempts to integrate these observations in a single framework will prove useful, and necessary, in formulating empirically testable hypotheses on the distinctive cognitive processes that define autism (Coleman 2005). Geschwind (2008) expresses this expectation while also allowing for possible divergences in neural architecture within the autistic spectrum itself. Beyond the many developmental routes potentially related to multiple and divergent cases of autism, current integrated neurobiological hypotheses to date (e.g., Markram et al. 2007, Williams & Casanova 2010) managed to emphasize the following dichotomy to describe autistic cognition generally: On the one hand, skills requiring multimodal integration of information, for example language and social cognition, will likely be more vulnerable to dysfunction. For example, Damasio & Maurer (1978: 779) noticed that “the verbal defects of autism [...] are seen only in a set of [...]
transcortical aphasias that result from a more or less complete anatomical isolation of speech areas”. On the other hand, principles of economy in wiring (Cherniak 1994; mentioned in Williams & Casanova 2010) may compensate for this large-scale under-connectivity with a local overconnectivity and hyper-functioning of modular cortical systems reacting to psychophysically ‘simple’ environmental features.

It is important at this point to clarify the particular meaning of the terms ‘simple’ or ‘complex’ as they are understood in our discussion. As in Samson et al. (2005), and in line with hierarchical cortical models of perception and learning (e.g., Friston 2005), we consider a neurocognitive system as ‘complex’ if it is organized into elemental but hierarchically nested units that encode correspondingly complex information. Accordingly, a decrease in the hierarchical organization of processing systems in autism may lead to the processing of narrower, possibly non-hierarchical units. In this sense, ‘complexity’ at the neurocognitive level should not be confounded with complexity at the level of a particular task, in that complex tasks may involve the manipulation of simple stimuli.

This propensity for complex manipulation of simple material is now often assumed to be a characteristic trait of autistic cognition. In its extreme form, it gives rise to special splinter skills (e.g., letter decoding, calculation, list memory, 2D- and 3D-drawing, and music) before functional language is attained at the cost of long, deliberate efforts in some individuals. Special talents are far from the rule in ASD, but are nonetheless particularly informative to the extent that they magnify cognitive trends that might be generally distributed across the autistic spectrum (Mottron et al. 2006), and provide important clues on the neuronal systems that may define autism as a whole. If such hypothesis holds, a crucial question arises for language — a prime example of hierarchical complexity at all levels of structure and use. In particular, individuals with ASD might extend their initial cognitive strengths in processing simple/unimodal stimuli to the learning and processing of higher-order and hierarchically complex cues over the course of their development, including those characterizing speech and natural syntax (Mottron et al. 2006). Yet, the dearth of longitudinal studies of neural development in autism makes it unclear if neuro-anatomical differences reflect the end-state of years of living with a different phenotype and consequent differences in interaction with the environment, or a relative continuity of differences present in the ‘initial state’ of ASD. A crucial focus of current work in the neuroscience of autism should thus be to determine if these anatomical and functional differences are similarly observed in young children with ASD. In this scenario much work lies ahead in specifying how neuroanatomical differences modify the mechanisms of language acquisition, and, in turn, unraveling how atypical brain development determines language processing in autism.

4. Alternatives to Socio-Cognitive Models of Autism

The unifying hypotheses presented above echo several cognitive psychological mo-
models of autism that do not consider social communication as its prime domain of deficit. To varying degrees, these models have accounted for autistic language processing in terms of the simple-complex dichotomy developed earlier: The models of enhanced perceptual functioning (EPF; Mottron et al. 2006) and weak central coherence (Happé & Frith 2006) have prominently shifted the focus of autism research to the positive impacts of autistics’ processing bias towards simple, non-hierarchical cues. By contrast, models dwelling on autistics’ weaknesses in executive functions (see Hill 2004, Russo et al. 2007) emphasize the possible difficulties autistics experience as a result of their limitations in processing and producing hierarchically complex stimuli, including sentences (Just et al. 2004).

In the remainder of this paper, we take each of these approaches as an illustration of how language in autism could be studied outside of its socio-cognitive aspects: Perceptual functioning in phonology, central coherence in word and sentence processing via visual imagery, and executive functions in the relation between language, thought, and action. We also endeavor to map these observations to those made in neurobiology. But before we proceed, we wish to emphasize that we do not treat these approaches as mutually exclusive in the sense that one (say, perceptual functioning) fares better than the other (say, central coherence) in accounting for a particular aspect of language (say, phonology). Given the theoretical proximity between some of these approaches, there is good reason to believe that they might end up complementing each other in explaining the same aspect of autistics’ speech processing abilities. Nor do we claim that a particular discrepancy found at one level of language processing in autism necessarily entails a similar discrepancy at another level. Finally the great phenotypic variability so characteristic of ASD forces us to interpret any observed discrepancies as applying to the tested subgroup of individuals with ASD, without assuming that they should be found uniformly in all autistics. Resolving these issues will depend on the success of our predictions, on a better delineation of the various autistic phenotypes observed, and on how the aforementioned models of autism develop in the future.

5. Phonological Processing: Enhanced Perception of Local Auditory Features

Neurobiological and cognitive psychological evidence suggests a ‘left-ear’ preference of speech processing in autism as a result of smaller minicolumns, rightward hemispheric lateralization and decreased connectivity in left-hemispheric language areas. This might account for autistics’ enhanced perception of phonological primitives processed preferentially in the right hemisphere and shorter neuronal assemblies, namely syllables and prosody, and suggests decreased hierarchical processing of phonemic within syllabic information. Developmental evidence shows that this pattern occurs early. Putative links with preserved or enhanced musical abilities in autism are discussed.
5.1. Neurophysiological Evidence for Rightward Dominance of Speech Processing in Autism

Beginning with adult data, decreased left-lateralization during auditory language processing was reported in a positron emission tomography (PET) study by Müller et al. (1999) with five high-functioning participants, and in an fMRI study with 26 young adults by Anderson et al. (2010). In another PET study on the processing of 200 ms steady-state synthetic CVC speech-like sounds in five autistic adults, Boddaert et al. (2003) observed both significantly lower activity in the left superior temporal cortex and increased activation of the right superior temporal and frontal areas.

Directly addressing the question of when such pattern occurs in development, a follow-up study with intellectually delayed autistic children (Boddaert et al. 2004) reported decreased left-hemispheric activity but failed to replicate any right hemispheric effect, suggesting that rightward lateralization of speech processing might occur as a function of age, IQ, and/or verbal ability. ERP and MEG research on sound-related cortical components (in particular the N/M100 cortical response reflecting early auditory processing) and fMRI studies on speech processing in ASD children have begun to refine the relationship between rightward lateralization and development in autistics: Delays in the right hemispheric N/M100 responses to subtle tone contrasts in ASD children are taken as evidence for atypical maturational development of the auditory system in autism generally (Gage et al. 2003a, 2003b, Roberts et al. 2010).

Beyond these potential delays, other evidence goes along Boddaert et al.’s (2004) assumption that the development of autistics’ speech recognition system might also follow distinctive maturational trajectories. Compared to the well-established route towards increased left-lateralization in typical children’s cortical activation to speech, Flagg et al. (2005) found a significant, age-related rightward lateralization in ASD children. Bruneau et al.’s (1999) study with intellectually delayed children with autism, normal and intellectually delayed controls reported tone intensity effects on the N/M100 amplitude in the right hemisphere in the ASD group only. Bruneau et al. (2003) replicated these results and showed that the ampli-

Interestingly, the reversed lateralization observed by Müller et al. (1999) in ASD participants was related only to speech perception, suggesting a dissociation between production and perception systems and lateralization in ASD. Subsequent imaging research on language production in ASD individuals remains scarce and offers mixed and oftentimes surprising results. In a response-naming fMRI study with ASD adolescents, Knaus et al. (2008) reported less left-lateralization but greater activation of Broca’s area in the ASD relative to the control group. In a functional transcranial Doppler ultrasonography study on language production in adults with autism, adults with a history of SLI, language-impaired adults, and typical adults, Whitehouse et al. (2008) reported that the ASD group, like the typical and SLI-history group, had significant activation in the left hemisphere, while right-hemispheric or bilateral activation was mostly significant in the non-ASD language impaired groups. These results led the authors to suggest (in line with Whitehouse 2007) that the aberrant lateralization patterns shared between ASD and SLI individuals might be the similar expression of different neurobio-logical causes.
tude of the right temporal N/M100 was larger as participants’ verbal and non-verbal communication abilities increased.

Along the same line, Redcay & Courchesne (2008) report that 2- to 3-year-old toddlers with provisional diagnosis of ASD showed greater rightward activity when presented with auditory bedtime stories during natural sleep (see also Eyler et al. 2010). Again, correlations showed that right-hemispheric activation was positively linked to verbal abilities and negatively correlated with autism severity. Interestingly, Wilson et al.’s (2007) MEG study reports reduced left-hemispheric steady state gamma-responses to non-speech sounds in autistic adolescents, while frequency power in the right hemisphere did not differ from controls. By contrast, Murias et al. (2007) observed significantly increased resting state theta rhythms in autistic relative to controls subjects. This increase in theta oscillations, most detectable in left temporal and frontal regions, is argued by the authors to reflect a decrease in long-range connectivity. The implications of these factors to autistics’ language processing will be considered in turn.

5.2. ‘Left-Ear’ Bias in Speech Processing: Syllables and Prosody

Samson et al.’s (2005) review of the literature on auditory processing in ASD points out autistic populations’ enhanced performance in tasks involving spectrally and temporally simple material, accounting for their superiority in identifying pitch changes (i.e. absolute pitch, Heaton et al. 1999), pure tone discrimination (Bonnel et al. 2003, Heaton et al. 1998), detection of local changes in contour-preserved melodies (Mottron et al. 2000), or — more occasionally — exquisite musical talent (Miller 1999). Other research has applied this hypothesis directly to language processing.

In a study comparing the perception and comprehension, by fluent autistic adolescents and non-autistic controls, of simple sentences with specific prosodic modulations and analogous musical sequences, Järvinen-Pasley et al. (2008, Study 1) observed that autistic adolescents performed significantly better than the control group in perceiving prosodic variations in both the linguistic and non-linguistic perceptual samples. Enhanced perceptual processing in autistics has also been found at the word and syllable levels. Mottron et al.’s (2001) study of word recall comparing high-functioning autistic and typical individuals reported that whereas typical individuals benefited more from semantic cueing in word recall, the autistic group was equally biased by semantic and syllabic cueing, suggesting that autistics “benefit equally from superficial (syllabic) and deep (semantic) recall cues” (p. 258).

Enhanced perception of prosody may appear as a striking contrast to reports of aberrant expressive prosody produced by autistic speakers (Nadig & Shaw 2012, Peppé et al. 2007, Shriberg et al. 2001). Global pitch production as well as different functional types of prosody (affective, grammatical, pragmatic) appear to be more disregulated than comprehension of prosody in ASD. Recent work documents atypical production of pitch and duration in non-social situations as well (e.g., Bonneh et al. 2011, naming; Diehl et al. 2011, imitation), suggesting that basic motor planning or production-perception feedback mechanisms (Russo et al. 2008) contribute to differences in prosodic production in ASD.

---

5 Enhanced perception of prosody may appear as a striking contrast to reports of aberrant expressive prosody produced by autistic speakers (Nadig & Shaw 2012, Peppé et al. 2007, Shriberg et al. 2001). Global pitch production as well as different functional types of prosody (affective, grammatical, pragmatic) appear to be more disregulated than comprehension of prosody in ASD. Recent work documents atypical production of pitch and duration in non-social situations as well (e.g., Bonneh et al. 2011, naming; Diehl et al. 2011, imitation), suggesting that basic motor planning or production-perception feedback mechanisms (Russo et al. 2008) contribute to differences in prosodic production in ASD.
Using slightly larger groups and narrower age-ranges, Järvinen-Pasley et al. (2008, Study 2) compared typical and high-functioning ASD children’s perception and comprehension of short sentences displaying specific syllabic rhythms. The autistic group performed significantly better than controls in perceiving syllabic rhythmicity, while the control group showed higher levels of sentence comprehension. Although these data point to enhanced perception of syllabic and prosodic patterns in autistics, it is difficult for now to know whether this pattern might ultimately be detrimental to language comprehension (see McCleery et al. 2010 for potential neurophysiological effects of auditory processing on the N400 ERP component in autistic children).

5.3. Neurophysiological Evidence for Decreased Hemispheric Synchronization

As neurophysiological research on phonological processing suggests that large neurons in the left hemisphere show increased sensitivity to phonemic variations (Giraud et al., 2007), reports of long-range connectivity disruption (Fletcher et al. 2010) and smaller columnar units in auditory cortices (Casanova et al. 2002) in autism lead one to predict that autistics may show reduced sensitivity to subtle phonemic variations within syllabic tiers, as in the detection of consonant (e.g., /dip/ vs. /tip/) or vowel changes (e.g., /a/ vs. /æ/). A recent fMRI study by Dinstein et al. (2011) comparing brain activation in autistic, language-delayed, and typically developing toddlers during verbal and non-verbal auditory stimuli presentation in natural sleep found significant evidence of hemispheric desynchronization in the ASD group.6

At a more fine-grained level, Event Related Brain Potentials (ERPs) studies provide evidence of decreased sensitivity to phonemic modulations, including those embedded in syllabic units. Ceponienė et al.’s (2003) ERP study on autistic participants’ sensory and attentional integration of deviances involving simple tones, complex tones, and natural speech vowels in an ‘oddball’ paradigm (i.e. the detection of unpredictable events in otherwise consistent auditory sequences; cf. Näätänen et al. 1978, 1990) reports intact sensory processing of all sound categories but no attentional processing of vowel modulation, confirming ASD participants’ atypical processing of phonemic variations but intact processing of non-speech sounds. Subsequent neurophysiological research corroborates atypicalities in attentional processing of phonemic changes contrasted with greater sensitivity to pitch (Lepistö et al. 2005, 2008) but decreased tuning to phonemic changes within syllables (discriminating /taa/ from /kaa/, for example; cf. Jansson-Verkasalo et al. 2003).

5.4. Summary and Prospective Research Questions

Atypical right-hemispheric dominance in auditory speech processing in autism has come to be increasingly consensual (see Haesen et al. 2011 for another review). Coupling such observations to those made on hemispheric specialization for speech pro-

---

6 It is important to note here that Dinstein’s study did not allow the authors to determine the directionality of lateralization between the groups.
cessing leads us to formulate the following predictions: Autistics might show a ‘left-ear’ bias towards syllabic and prosodic patterns, a feature possibly shared in their preserved or enhanced processing of rhythmic and melodic patterns. By contrast, evidence suggests decreased sensitivity to primitives typically subserved by the left hemisphere, namely subtle phonemic variations, whether or not nested in syllabic constituents. This pattern appears to occur early in development, but the extent to which it is compensatory or detrimental to speech perception remains an open question. Beyond possible maturational delays in cortical activity of the right-hemisphere in autistic children without intellectual impairments (Roberts 2010), positive correlations between rightward lateralization of speech/non-speech sound perception and age (Flagg 2005) or verbal abilities in autistic children with intellectual delay (Bruneau et al. 2003) suggest that right hemisphere processing of speech is a compensatory mechanism in at least some subgroups of autistic participants.

Answers to the question as to how auditory language processing functions in autism might contribute a good deal to our understanding of how the evolution of complex auditory abilities could have furthered communication, hence social interactions. As Siegal & Blades (2003) point out, discrepancies in complex sound processing in autism, and their impact on autistics’ social abilities, may well be more adequately accounted for through investigations of brain structures supporting human voice processing than by appeal to social-cognitive models of autism (see also Gervais et al. 2004). On the other hand, autistics’ peculiar strengths in auditory perception and their link to language ability might appear quite valuable in studying the relationship between spoken language and cognitive capacities relying on the right hemisphere such as music (Levitin & Tirovolas 2009).

Detailed investigations of the link between musical capacities or enhanced perception of rhythmic/melodic patterns in autistics and their potential ability to exploit these skills in the perception of speech (syllabic vocalization, rhythm and prosody) could shed significant light on the evolutionary connection between these domains of human cognition. In any event, approaches to phonological perception in autism based on discrepancies at the structural and functional levels of neuronal assemblies seem to be gaining promising speed (Giraud & Poeppel 2012).

6. **Word and Sentence-Level Processing: Greater Reliance on Visual Imagery in Lexical and Sentential Processing**

Evidence shows that some autistics’ visual processing is atypically active during performance in tasks of higher cognition, including language comprehension. Increased visual imagery might be particularly important, if not compensatory, in their integration of verbal material, in particular at the levels of words and sentences. Parallels with savant visual abilities and implications for language comprehension are addressed.

Early reports of some autistics’ strengths in visual processing were based on their enhanced performance on measures of visual intelligence such as the Embedded Figure Task (EFT; Shah & Frith 1983, Joliffe & Baron-Cohen 1997), whereby participants must detect geometric figures contained in more complex visual patterns. In particular, their success on the EFT indexes a tendency to ignore the global properties of images to the benefit of their local features. This local bias in visual integration contrasts radically from typical visual perception, which rather proceeds from global features to hierarchically organized subparts (Navon 1977). Interestingly, autistics’ performance in the EFT is correlated with greater cortical activity in occipital areas relative to comparison participants (Ring et al. 1999), providing the neurophysiological basis for a ‘visual imagery’ approach to problem solving.

On a more general basis, several studies demonstrated that ASD individuals’ level of intellectual functioning reached significantly higher results when measured through minimally verbal visual tasks such as the Wechsler Block Design subtest or the Raven’s Progressive Matrices than through verbal subtests (Happé 1994, Dawson et al. 2007). Soulières et al. (2009) also demonstrated that autistics’ performance in the Raven’s matrices was linked to higher activation of occipital regions, while performance in the control group was linked to increased activity of prefrontal areas supporting working memory (Postle et al. 1999, Smith & Jonides 1999). A patent example of autism as a visual cognitive style nevertheless comes from autistic draftsmen able to reproduce scenes and objects with exquisite fidelity (Mottron & Belleville 1993) but evidence also shows that autistics’ visual integration abilities decrease whenever second-order visual information is involved (Bertone et al. 2003), indicating that visual strengths in autism are restricted to simple, non-hierarchical visual material. This latter observation may explain autistic individuals’ impaired perception of hierarchically-organized stimuli such as biological motion (Blake et al. 2003) or facial masks (Deruelle et al. 2010).

It must be reiterated yet again, however, that cognitive peaks in visual abilities are not always found in ASD. Higher verbal than visual abilities are found as well and these profiles may in fact specify different subgroups of autistic individuals (Black et al. 2009). Several studies using EFT did not replicate visual facilitation in autistic children, and researchers have recently come to criticize this task and its application to autism on a number of counts (see White & Saldaña 2011). Although neural imaging confirms enhanced activity of the visual cortex in autistics, careful replication of visual processing tasks in ASD individuals is needed to strengthen this argument.

In the late 1980s, autistics’ islets of visual abilities figured as evidence for the development of the central coherence approach to autism (Frith 1989, Frith & Happé 2006). On a par with EPF, this approach also stresses the prevalence of simple over complex perception and derives from this perceptual hallmark autistic populations’ typical attraction for small, isolated features of the environment and obsessive drive.
for sameness. Extended to general cognitive processes (including auditory processing; see Frith & Happé 2006 for a synthesis), this perspective thus emphasizes that autistic perceptual processes are primarily not hierarchical, favoring fragmentary over holistic processing.

Here we focus on the primary findings that spawned the development of weak central coherence, namely peculiarities in visuo-spatial tasks, but findings of decreased hierarchical configuration and enhanced visual imagery have had ramifications in the description of language phenotypes in ASD (see Happé 1999 for review). Specifically, they predict that ASD individuals should show intact processing of isolated lexical items and would be inferior in processing hierarchically structured sentential constituents (see Frith & Snowling 1983 for early evidence).

An ancillary prediction linking facilitated lexical access and enhanced first-order visual processing is that people with autism should show near intact, even enhanced lexical access via visual imagery. Neuroanatomically, this phenomenon may find its roots in the greater activation of vision-related areas of the brain during the EFT, Block Design, or Raven’s tasks mentioned above, but also in reports of aberrant lateralization of posterior temporal regions (Herbert et al. 2002), which are engaged in picture-naming tasks (Indefrey & Levelt 2003), mental image generation (D’Esposito et al. 1997), and reading (Dehaene & Cohen 2007) on the left, and in face processing on the right (Kanwisher et al. 1997), including during audio-visual speech processing in degraded auditory environments (Kawase et al. 1997). Interestingly, face-processing areas in autism show remarkably weak activation during face scanning (Pierce et al. 2001), suggesting the possibility that audio-visual perception of speech might be problematic in ASD (see section 6.4 below).

6.2. Visual Imagery Enhances Lexical Access

Existing behavioral and neurophysiological evidence with autistic participants supports the prediction that lexical access and visual imagery can be intact or superior in autism. Autistics appear to show relative strengths in lexical acquisition relative to other aspects of language (Tager-Flusberg et al. 2005) and are advantaged in word access in the pictorial (Kamio & Toichi 2000) and orthographic modalities (Toichi & Kamio 2002). Interestingly, Walenski et al.’s (2008) picture-naming study comparing high-functioning autistic and typical children report faster naming performance in the ASD compared to the typically developing group, providing evidence for more efficient lexical access in autism.

Current imaging research also suggests that facilitation in lexical access in autistics is related to increased activation of posterior temporal and occipital areas, even in the absence of pictorial prompts. In an fMRI study on word classification in ASD adults, Harris et al. (2006) observed increased activation of left posterior temporal areas (Wernicke’s area) in the ASD group compared to the control group. Gaffrey et al.’s (2007) fMRI study on word classification in ASD participants and typical controls reported significantly increased bilateral activation in the visual cortex in
the ASD compared to the control group. Finally, in their fMRI study comparing performance in a pictorial reasoning task in 12 children with high-functioning autism and 12 age- and IQ-matched controls, Sahyoun et al. (2009) showed that although the two groups displayed similar activation in the typical language areas when verbal mediation was necessary, the autism group had substantially greater activation of occipital and ventro-temporal areas in the tasks requiring verbal mediation, while greater activation was found in temporo-frontal language regions in the typical group. The authors suggest that enhanced engagement of posterior regions across tasks in the autistic group indicates greater “reliance on visual mediation […] in tasks of higher cognition”.

6.3. Visual Imagery at the Sentence Level

While current evidence supports the view that visual imagery might be linked to greater performance at the word level in ASD, evidence for decreased integration of words in hierarchically structured expressions is mixed, and questions remain unresolved as to whether autistic populations may achieve similar performance as typical, yet through different strategies. Early claims of weak central coherence effects in sentence processing come from studies reporting autistics’ decreased ability to choose the appropriate pronunciation of homographs according to their sentential context (e.g., In her eyes/dress there was a big tear; Frith & Snowling 1983, Happé 1997, Jolliffe & Baron-Cohen 1999, Lopez & Leekam 2003).

However, these claims have been challenged and/or refined on a number of counts. In a disambiguation study comparing children with autism and concomitant language impairment, children with autism but without language impairment, language-impaired children, and typically developing children using a picture selection paradigm, Norbury (2005) reported that both the autism group with language impairment and the language-impaired group performed equally worse than the ASD group without language impairments and the typically developing group, indicating that decreased ability to use context for disambiguation may stem from language impairment rather than autism per se. This effect was replicated in a lexical ambiguity resolution study by Nadig (2011), where children with high-functioning autism did not differ from typically developing peers matched on language level in being able to use a sentential context to disambiguate a homophone (e.g., fan, bank, cell) when pictures of each versions of the homophone were presented, as reflected by their anticipatory eye-movements.

Brock et al.’s (2008) findings from an eye-tracking study of sentence processing in 24 ASD adolescents and 24 controls brings fine-grained evidence that impairments in the use of sentential context to identify a particular word might be attributable to language impairment irrespective of whether or not participants are autistic. In one condition, a visual display accompanying an auditory sentence (e.g., He stroked the hamster) presented only the picture of a phonological competitor for the object noun (e.g., hammer) and unrelated pictures. Importantly, these sentences were semantically
constraining, such that the phonological competitor \((\text{hammer})\) was not a viable object for the verb \(\text{stroke}\). ASD participants without language impairment and the language unimpaired control group inhibited looks to the hammer following constraining versus neutral verbs such as \(\text{chose}\), demonstrating online use of sentential context. However, for constraining sentences both autistics with poor language skills and language-impaired controls continued to look at the hammer as candidate based on its phonological onset, despite the lack of fit with the semantics of the verb.

Taken together, these findings are at odds with the prediction of local, piecemeal processing of words in autism, and the consequent prediction of insensitivity to global sentential context. However the question remains as to whether underlying processing strategies are similar between autistics and typicals. Notably, given autistics’ putatively intact or enhanced visual processing abilities, it is possible that the use of visual stimuli in lexical disambiguation or phonological competition tasks would have advantaged or facilitated processing in the autism groups.\(^7\) Earlier homograph disambiguation studies (e.g., Happé 1997) that found poorer performance in ASD groups did not present pictorial stimuli. Importantly, other research suggests that superior visual processing might not be sufficient for the comprehension of complex hierarchical structures and operations such as c-command or A-movement. For example, Perovic \textit{et al.} (2007) tested autistic children’s comprehension of actional vs. non-actional passives (e.g., \(\text{Mary was pushed by Thom}\); \(\text{Mary was loved by Thom}\)) and anaphora vs. pronoun structures (e.g., identifying the antecedent in \(\text{Bart’s dad, is washing himself/him}\)) using a sentence-picture matching task. Autistics’ poor performance at these tasks despite the use of pictorial material indicates that visual imagery may not be sufficient to compensate for core aspects of (Reuland 2001), at least in the early stages of language development.

Nevertheless, neural imaging has brought significant evidence that the use of visual imagery and enhanced lexical access still seems to constitute a key factor in autistics’ sentence interpretation. For example, Kana \textit{et al.}’s (2006) fMRI study compared brain activation between high-functioning autistic individuals and normal adults in processing sentences with high-imagery (e.g., \(\text{The number eight when rotated 90 degrees looks like a pair of eyeglasses}\)) vs. low-imagery (e.g., \(\text{Addition, subtraction, and multiplications are all math skills}\)) semantic content. In typical individuals, the processing of high-imagery sentences had already been shown to simultaneously engage areas typically activated during language comprehension and posterior areas serving visuo-spatial processing, while processing low-imagery sentences activates language-related areas only (Just \textit{et al.} 2004a), suggesting that large-scale integration of visual and verbal information is required when sentences have high imageability.

\(^7\) By design, the majority of the target-competitor word pairs in Brock \textit{et al.}’s study began with the same syllable (e.g., \(\text{bucket – butter; medal – medicine}\)), while Happé’s (1997) stimuli contained phonemic variations within syllables (e.g., \(\text{There was a big tear in her eye/dress}\)). According to the hypotheses formulated in section 4, the fact that the ASD group performed as well as the control group in Brock \textit{et al.}’s study but not in Happé’s may be explained by their presumably intact perception of syllabic patterns but reduced perception of phonemic variations within hierarchically larger units.
content. In Kana et al.’s study, by contrast, whereas the simultaneous activation of language- and vision-related areas was triggered only by high-imagery sentences in the control group, ASD participants had increased activation of occipital and parietal areas for both high- and low-imagery sentences, while the language network was significantly less activated.

Based on these findings, the authors suggested that “there is a tendency in people with autism to use more visuo-spatial processing by recruiting posterior brain regions in accomplishing even language tasks” (p. 2485). Importantly, they propose to consider this effect as “an adaptation to the underconnectivity in autism, making greater use of parietal and occipital areas and relying less on frontal regions for linguistic processing” (p. 2492). A lexically- (and perhaps visual imagery-) rather than syntactically-based account of sentence processing in autism was also provided in an earlier fMRI study by the same group (Just et al. 2004b), in which enhanced activity in the posterior parts of the left superior and middle temporal gyri (i.e. Wernicke’s area) in the ASD group contrasted with significantly increased activity of frontal areas in the control group. These results suggest that, “autistic participants may rely more on an enhanced word-processing ability and less on integrating processes that bring the words of a sentence together into an integrated syntactic and semantic structure”.

Similar hypotheses on language processing in autism have already been formulated within the framework of other research agendas (e.g., Ullman 2004), but open questions persist as to the proper characterization of autistics’ visually/lexically-based sentence processing strategies. First, we must still determine what particular visual representations are indeed activated in autistics’ processing of verbal material, namely images of words or other, more abstract representations (if not both). Many of the studies described above involved reading written sentences or watching pictorial representations. As such, it is difficult to tell if the activation of visual and multimodal language areas reflected activation of graphemes or images with transparent semantic content. Also, warnings about heterogeneity in visual processing across the autistic spectrum must dampen the claim that all autistics profit from enhanced visual imagery to process language. In effect, these two issues might at some point end up confronting each other: If the hypothesis that activation of visual cortices in sentence processing actually reflects enhanced grapheme decoding turns out to be correct, then it must readily take into account the great heterogeneity of reading skills in autistics, ranging from floor to ceiling (Nation et al. 2006).

6.4. Summary and Prospective Research

Many questions remain open with regard to the place vision occupies in language design. These questions have often been the centre of much attention in language sciences, from lexical semantics (Jackendoff 1983) to language acquisition (Gleitman 1990) or speech processing (van Wassenhove et al. 2005) and language evolution generally (Corballis 2009). Studying the nature and use of visual imagery during
speech integration in ASD individuals may thus prove valuable on several counts. Notably, could autistic individuals’ greater reliance on neural areas subserving visual processing to extract the meaning of words and sentences tell us anything about the mechanisms by which lexical concepts are acquired, processed and combined over time? Does there exist a correspondence between levels of visual complexity and particular levels of linguistic representation, and is it necessary, or even correct, to explain this correspondence by appealing to autistics’ social deficits instead of the core mechanisms underlying their visual abilities?

From a computational point of view, the study of autism may help enlighten many grey areas regarding the computational origins of speech and language, in particular when these are assumed to have emerged from the ‘social experience’ of visually presented information (Gallese 2008). For example, autistic individuals seem to show resistance to McGurk effects (McGurk & McDonald 1976), involving cross-sensory integration of speech and facial articulatory movements (e.g., Mongillo et al. 2008). Should this phenomenon be explained in terms of autistic individuals’ impaired social comprehension of facial masks, by their putatively deficient ‘mirror neuron’ detector (Williams et al. 2004) or rather by their decreased ability to use facial movements as hierarchical predictors of the speech input? While theory of mind may limit the explanation of this phenomenon to a failure to sense the social significance of face perception, an account centered on the levels of visual complexity in autism would allow for an exploration of the possible connections between visual intelligence and the underlying computational principles of natural languages. Naturally, exploring this territory will necessarily involve a deeper understanding of the computations of audio-visual speech. Luckily, evidence in this domain grows at a rather fast rate (Arnal et al. 2011).

On another line of thinking about the significance of graphical evidence in the evolution of language and mind, autistic draftsmen’s accurate reproductions of visual scenes have led several authors to note that sophistication in human graphic feats may not necessarily be the sign of verbal intelligence as it is characterized in typical individuals today (Humphrey 1998 contra Tattersall 1998), sparking both new ideas and new doubts about early artistic artifacts as tokens of full-fledged human intelligence. In this respect, autism presents an undeniable comparative advantage. Importantly, one can view the study of autism as an opportunity to identify the distinctive roles that vision and language might have (had) with regard to internal thought processes, and what their respective benefits or disadvantages could be for human consciousness (Dennett 1992: Chap. 7).

That language and vision constitute initially independent but complementary
tools for thought is reflected in anecdotes from autistic savant artists. For example, Lorna Selfe (1995) tells us the story of Nadia, a gifted autistic child born in 1967, whose drawing abilities ultimately waned following her first steps in actual linguistic communication at the age of eight. Temple Grandin’s (1996) book *Thinking in Pictures*, by emphasizing the primacy of visual over verbal information in her daily stream of consciousness, has a similar sort of flavor. If these personal stories turn out to be correct, we believe that certain types of autism as being at one extreme of the ‘verbalizer–visualizer’ cognitive continuum, where the cognitive functions of ‘inner speech’ (Carruthers 2002) could be compared to those of ‘private diagram-drawing’ (Dennett 1992), set the stage for a direct investigation of their respective advantages and weaknesses.

Empirical research in this area is obviously challenging, and therefore scant (see Hulburt *et al*. 1994 for an early attempt with ASD individuals), but the issues at stake have begun to emerge along with an adequate research framework. Two questions deserve consideration: First, if private speech allows for cognitive functions that private diagram-drawing does not, autistics’ performance should be decreased in tasks tapping the former, but not the latter. Second, if private diagram-drawing allows for roundabout strategies to solve problems typically hinging upon inner speech, as seems to be the case for sentence processing, neural imaging should provide ways to discover how this happens in autism. As for the particular research framework within which these questions can be addressed, Hinzen’s (2008: 355) mention of the “systems of executive control that both human and non-human animals exercise when planning a sequence of actions so as to achieve a particular goal” (italics ours) provides an ideal entry into the problem. In the last section of this paper we sketch out how an Executive Function (EF) approach to autism might serve the purposes of biolinguistics. This section is admittedly the most speculative part of our discussion, so we will limit ourselves to a brief description the areas of EF in autism that we think merit close attention.

7. **Executive Functions in Autism: Connectivity and the Prefrontal Cortex**

Aberrant neural organization in the prefrontal cortex in autism is linked to weaknesses in higher-order executive control of thought and action, with possible ramifications for several aspects of language comprehension and production, specifically the role of inner speech in complex planning, monitoring of verbal information along its various dimensions, and generativity.

7.1. **Neurophysiological and Behavioral Evidence for Executive Function Discrepancies in Autistic Speech**

The most striking patterns of aberrant developmental trajectories and cortical architecture in autism appear in the prefrontal cortex (Carper *et al*. 2002). Among other
discrepancies, Courchesne & Pierce (2005) point out excessive and disorganized connectivity within the frontal lobes and poor connectivity between the frontal lobes and other cortical areas. The importance of the prefrontal cortex and the long-range connections it shares with virtually all other regions of the brain has long been acknowledged in subserving complex EF such as problem solving, language, decision, attention, planning, and goal-directed behavior (Fuster 2008). It is therefore unsurprising that autistic populations show several deficits in mental flexibility and planning, or perseveration (Hill 2004). Regions of the prefrontal cortex for which aberrant lateralization has been reported, such as Broca’s area, are not only tonically active in processing language-like hierarchical structures (Musso et al. 2003) but also seem to play a critical role in the hierarchical organization of human behavior generally, leading to the conjecture that language may share the same hierarchical properties as those underlying complex human activities (Koechlin & Jubault 2006, Fuster 2008).

Hypotheses of EF as the ‘private speech’ underlying human thought and behavior (Vygotsky 1962, Luria 1979) not only echo the linguists’ suggestions that language may constitute the very “skeleton of thought” (Hinzen 2009), but also conflate the ideas of EF and language as workspace of human planning and decision-making (Hinzen 2008). The rapprochement appears equally well as language and EF have both been assumed to constitute the basis of human creativity, in particular the generative properties so typical of natural languages (Goldberg 2009, see also Fuster 2008: Chap. 5). The proposed limited use of inner speech in autistic populations (Whitehouse et al. 2006) resulting from their EF impairments therefore raises at least three questions: Do autistics’ “deficits in planning and discourse processing” (Hinzen 2008) tell us anything about the role of language in regulating human thought? (2) Do autistics’ superior skills in visual processing lead them to manipulate verbal information in peculiar ways? And (3) do autistics EF impairments have connections to language generativity? We will briefly touch on these points in turn.9

7.2. Inner Speech and Planning

Regarding question (1), if inner speech has a role to play in an individual’s decision-making ability, autistics should show specific impairments in planning as a result of limited use of inner speech. Poor performance on the Wisconsin Card Sorting Task (WCST), tapping into participants’ rule and set-shifting ability, was part of the first evidence to have motivated the development of executive theories of autism (Ozonoff et al. 1991). Impaired performance on WCST is believed to reflect an inability to establish goal hierarchies and flexibly shift attention from one set of rules to another. Interestingly, neuropsychological studies suggest that WCST performance is verbally

9 It is important to note that there are multiple components of executive function and that atypical EF profiles are present in neurodevelopmental disorders more generally (cf. Happé et al. 2006, Ozonoff & Jensen 1999). Future work should pinpoint more clearly the profile specific to ASD, and how this set of EF strengths may be related to enhanced performance on visual imagery tasks (cf. Eigsti 2011).
mediated and depends on the integrity of crucial language brain regions (Baldo et al. 2005, but see Konishi 1998). It is intriguing to note from Baldo et al.’s (2005) study that inner speech impairments in aphasic patients provoked perseverations, or repetitive responses not related to the changing problem presented, not only in WCST, but also in the Raven’s, even though both tasks initially tap into visual processing.

However, a proportion of high-functioning autistic individuals are impaired in the former, but unimpaired or superior in the latter, suggesting that enhanced visual processing could compensate or successfully replace weaker inner speech in solving certain visual problems but not others (Kunda & Goel 2011). A possible answer lies in the fact that whereas WCST requires fluctuant application of different rules to the same input, the Raven’s Matrices do not. If this turns out to be the critical factor, one could infer that inner speech (or lack thereof) specifically supports (or impair) the ability to flexibly switch from one task to the other (see Emerson & Miyake 2000 for experimental evidence). Further research is needed to explore this question.

Another EF task possibly requiring covert vocalization and for which individuals with autism show particular impairments is the Tower of London task or its variants (Ozonoff & McEvoy 1991). It is possible that the Tower of London and WCST both necessitate inner speech to a greater extent than the Raven’s matrices as a result of requiring more complex planning abilities. If so, this would support the hypothesis that language is an important tool for setting long-term goals. Along similar lines, Carruthers (2002) proposes that EF and inner speech have an important part to play in perceiving and planning the behavior of other people, making them important components of theory of mind (Carruthers 2002, Newton & deVilliers 2007, but see Forgeot d’Arc & Ramus 2011).

These hypotheses parallel those of studies attempting to link autistics’ ability to pass false-belief tasks and their acquisition of complement syntax (Tager-Flusberg & Joseph 2005; for an original argument on the relationship between complementation and theory of mind, see de Villiers & Pyers 2002) or other striking reports of autistics’ success at false-belief tasks after achieving a certain verbal mental age (Happé 1995). Regarding social cognition generally, authors have observed that autistics’ level of social functioning was significantly linked to their verbal abilities (Joseph et al. 2002), possibly making linguistic competence a crucial compensatory mechanism of their deficit in social cognition, perhaps more so than in typical children, strengthening further the link between language and social cognition.

7.3. Monitoring Verbal Information across its Various Dimensions

With regard to question (2), EF and the prefrontal cortex are important for the flexible selection of stimuli according to their nature, context and cross-temporal contingencies (Koechlin et al. 2003), for example when subjects are asked to judge the same verbal item along its different levels of representation, e.g., orthography, phon-
ology, and meaning. Research on working memory and EF also shows hemispheric selectivity between left and right prefrontal regions, with the left frontal cortex subserving verbal information, and the right visuo-spatial stimuli (Smith & Jonides 1999). Accordingly, autistics’ enhanced perceptual bias towards the visual features of words along with their rightward bias in Broca’s area might lead them to perseverate on their orthographic rather than phonological or semantic aspects. This was shown in Toichi & Kamio (2002), who compared autistic and learning-disabled adults and adolescents’ discrimination of words based on their orthographic properties, pronunciation, or meaning.

Results indicated not only that the autistic group had no level-of-processing effect compared to the control group, but also that the autistic group performed better than the control group in the orthographic task, suggesting a processing perseverance at the orthographic relative to phonological and semantic level. Interestingly, Harris et al.’s (2006) fMRI study on levels-of-processing effects in autistic and control participants reports that while activation of Broca’s area was significant for the semantic relative to the orthographic task in the control group, its activation was undifferentiated between the two conditions in the ASD group. Koshino et al.’s (2005) fMRI study on verbal working memory comparing high-functioning and control participants provides even more compelling evidence. The authors observed that the control group had substantially more activation in the left and right prefrontal regions, while the autistic group had significant activation in right prefrontal and parietal regions, suggesting that autistic participants would have used a “visual-graphical approach […] in which they coded the shape of the alphabet letters without naming them” (p. 818).

Such conclusions are interesting but raise a few parallel issues to be worked through. First, the link between right prefrontal regions and ‘letter decoding’ must be checked against neurophysiological theories that locate letter decoding in left inferior temporal regions (Dehaene & Cohen 2007), which — interestingly enough — also showed signs of significantly greater activation in the ASD relative to the control group (see also hypotheses on visual imagery sketched in section 6). Second, that visuo-spatial strategies could somewhat supplant manipulation of verbal information does not entail that inner speech is totally absent in ASD populations (Williams et al. 2008), nor that visuo-spatial working memory capacity is exempt from impairments as a function of stimulus complexity (Williams et al. 2005). Further research will be needed to refine this question, taking into account age, functioning, task demands, and neurophysiological factors.

7.4. Generativity

We wish to end this section with a brief mention of the studies that have investigated generativity in ASD populations. The notion of EF as an important contributing factor of creativity (Shallice 1988, Goldberg 2009, Fuster 2008) has been used to account for autistics’ impaired ideational fluency in play (Lewis & Boucher 1995) and, more
recently, language production (Turner 1999). These characteristics might be visible at varying degrees in the development of intellectually unimpaired and impaired individuals. Tager-Flusberg et al.’s (1990) longitudinal study on language development between autistic children and children with Down syndrome remarks that “autistic children [...] tend to rely on a narrower range of grammatical structure in their spontaneous speech” (p. 17), despite similar levels of syntactic development as, and higher IQ levels than, children with Down syndrome.

Other research points to autistics’ lack of flexibility in structural levels of linguistic representation, as reflected in extreme forms of echolalia (Roberts 1989), ‘stereotyped language’, and “gestalt language learning patterns exhibited by autistic individuals who, unlike unimpaired children, may not develop a truly flexible syntactic rule system” (Landa 2000: 127). Interestingly, cases of limited syntactic flexibility must also be contrasted with instances of exaggerated lexical creativity such as the production of neologisms and idiosyncratic language (Volden & Lord 1991). Facts such as these are difficult to accommodate within a socio-cognitive account of autism but certainly deserve closer inspection from a ‘generative’ perspective.

8. Spreading the Net: Conceptual Payoffs for the Biolinguistic Program

Granted some consensus emerges on the topics we have discussed, we believe that the perspective advocated in the present article might help advance some of the core theoretical work in biolinguistics in a more concrete and observable way. In particular, more light could eventually be shed on the definition and the relative contribution of the conceptual divide between the Faculty of Language in the broad and narrow sense (FLB vs. FLN; Hauser et al. 2002) as well as on the relationship between language and other facets of cognition. Importantly, the constructs brought forth by alternative models of autism — central coherence in auditory and visual perception; visual imagery in concept acquisition and audiovisual language; generativity and monitoring in executive functions — may all in our view be part of the infrastructure of FL. We see two significant advantages to their introduction into biolinguistics: one related to the constituents of cognition that could have served and interacted as precursors to this faculty altogether; the other related to the importance of embedding ASD and its features into solid computational theories of neural functioning. We will briefly exemplify them in turn.

First, the cognitive phenomena highlighted throughout this text turn out to be necessary for other cognitive abilities likely to form part of FL broadly and narrowly defined. For example, prefrontal executive functions are necessary components of

---

11 One must note that echolalia takes different forms in autism, with different levels of severity and functional roles as a result of different levels of development or functioning. Early studies on echolalia in autism have proposed interesting ways of using autistic echolalia as an indicator of propositional speech development (Baltaxe & Simmons 1977). Accordingly, we speculate that various forms of echolalia could be related to different levels of sophistication in grammatical generative power.
meta-representation (Stuss et al. 2001, Ozonoff et al. 1991), which is in turn deemed to be an important requisite for sophisticated intra-species communication. Furthermore, the view that executive functions are the “generative capability of the frontal lobes that made complex propositional structures possible” (Goldberg 2009) points to yet new bases for complex recursive thinking. At a lower level, central coherence could be analogous to the temporal binding of sensorimotor information necessary to construct higher-order representational hierarchies across neural networks, be it for auditory language or for other cognitive abilities (Engel et al. 2001). As a case in point, our discussion of the possible impacts of underconnectivity on cortical oscillations and phonological processing is only part of the broader discussion on the role of endogenous cortical cycles in perception and cognition (Fries et al. 2007), providing strong empirical and theoretical extensions of central coherence in autism. Similarly, we mentioned that impairments in the hierarchical integration of audio-visual information could contribute to autistics’ resistance to McGurk illusions. Rather than appealing to socio-cognitive explanations of this phenomenon, our understanding of this impairment would gain significant depth through hierarchical cortical models of perception (Friston 2005, Rao & Ballard 1999), especially if it is confirmed that cortical hierarchies are precisely what may be jeopardized in ASD. One advantage for taking these factors into account in characterizing FL is to understand not only what the precursors to language are (e.g., vision, central coherence, generativity, etc.), but how they interface hierarchically with one another within the constraints of neural architecture to eventually give rise to a full-fledged capability for language structure and use. The second advantage follows directly from the first: A very exciting move in the study of language in ASD would be to look at central coherence, enhanced perceptual functioning, and executive function in light of existing computational theories. For example, the study of central coherence could be embedded within fine-grained and biologically realistic models of binding, asymmetric sampling and predictive coding (Engel et al. 2001, Bever & Poeppel 2011, Giraud & Poeppel 2012). The same is arguably true for the computational principles underlying EF, which have received much support both from a theoretical (Dehaene & Changeux 1997) and empirical point of view (Koechlin et al. 2003) but remain largely absent from the literature on autism. In effect, the reason why autism research has been so hard to reconcile with contemporary language science beyond its socio-cognitive considerations is possibly the failure to appreciate that autism, much like social cognition or language, is a collection of different perceptual and cognitive factors, each of which is altered in its own computational and neurobiological machinery. If, by contrast, the multiple perceptual and cognitive facets of autism — and, for that matter, of every developmental disorder implicating language — are understood and specified through grounded explanatory theories of neural computation, biolinguistics could go a long way into the reverse-engineering agenda it has set out to pursue.

12 We are grateful to one of the reviewers for bringing this point to our attention.
9. Conclusion

The present article was an attempt to integrate the study of autism within the framework of the biolinguistic program along two interconnected perspectives, namely that of autism as a cognitive style, on the one hand, and of autism as a heterogeneous set of verbal and nonverbal behaviors outside the realm of social cognition, on the other. These perspectives have led us to consider three alternative approaches of autistic cognition that focus on differences in perception and cognition (driven by differences in neural architecture), and their application to linguistic traits observed in autism. We propose that these traits hold promise for understanding individual linguistic differences if they are explored in the neurosciences of language: brain lateralization in auditory language processing, the role of visual intelligence in defining the nature and trajectories of language design and evolution, and the parallel between language and executive functions.

Importantly, we emphasize that our paper should be construed less as a discussion on autism than as a review of the ways in which autism can feed the research program pursued in biolinguistics. It is therefore neither comprehensive, nor integrative. Its primary goal is to show that the use of comparisons with autism to elucidate only pragmatic aspects of language is an insufficient and unnecessarily limited approach, and that this should be complemented with bottom-up, alternative, and empirically testable hypotheses that do not necessarily appeal to social cognition. In short, we hope to have shown that there is more to study about language in autistic populations than their assumed “blindness to Gricean Maxims” (Surian et al. 1996) and that thorough understanding of linguistic phenotypes in autism requires domain-general, neuroscientically explainable, and ultimately computational hypotheses encompassing every level of linguistic representation.

This is not to say, however, that studying the interface between language and social cognition through autism is no longer worthwhile. To the contrary, we argue that the perspective defended here might bring pending research questions back to the forefront: Where are the links, both biological and psychological, between social cognition and language to be found? Are there any such links? Are these links a “spandrel” or otherwise characterized “cultural recycling” of the brain (Dehaene & Cohen 2007)? More particularly, did the computational complexity of social cognition, if any, feed into language or vice versa (Fitch 2005)? Addressing these issues also requires recognizing that to fully understand the social phenotype in autism, one must strive to tease apart aspects of autistics’ social cognition that do present deficits from those that don’t. As Sinclair’s epigraph expresses quite clearly, a growing number of people within the autistic community struggle for their recognition within society as ‘another intelligence’, where their preoccupations and interests deserve as much heed as our common habits of verbal interchanges (Wollman 2008). As in any other fields of science, this paradox certainly summarizes how complex the problem becomes when looked at carefully, but comes yet again with novel and exciting questions about the place of language within human nature and society.
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